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Motivation

• New scientific instruments are producing data at an 
accelerating pace.
• Distributed radio telescops (e.g. LOw-Frequency ARray – LOFAR -> 

contains 30PB of data and grows with 5 to 7 PB/year,
Square Kilometre Array – SKA -> expected zettabytes/year which 
will produce 130 to 300PB/year of correlated data, etc.)
• Space telescops (e.g. Copernicus sentinels -> produce 7.5 PB of raw 

data each month., etc.)
• Rapid digitization
• Medical science: medical images of all kinds will soon amount to

30% of all data storage
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Storage and Computing Centres
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Exascale learning on medical 
image data
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• Extremely high computing demands
• Machine learning and deep learning tools (Tensorflow, Caffe, Theano, Keras,

Scikit-learn, PyTorch, Weka)
• GPU acceleration
• Data:

l 30% of world storage estimated to be medical imaging in 2011
l In 2010 mammography in the US amounted to 3 PetaBytes
l This did not include histopathology images!
l Extremely large: >100,000x100,000 pixels

Exascale learning on medical 
image data
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• LOFAR observations are stored in the long term archive (LTA)
which is distributed over Amsterdam, Juelich and Poznan.

• It currently contains ~30 PB of data and grows with 5 to 7
PB/year. Data is stored on mostly on tape, using hard disks

for temporary storage (dCache).

A web interface is available to request data to download.

Processing needs to be done by the astronomers

themselves on local infrastructure → this is the hard part!

Reduction of radioastronomy 
observations to sky maps

M. Bobak, et al.: Reference exascale architecture



• The data size for a single observation tend to be large, 
10’s of Tbs, which are non-trivial to download and 
handle. 

• There is a lot of software out there to process LOFAR
observations. Usually several packages are needed for
the different aspects of calibration and imaging. These
often require expert knowledge to install and operate.

The combination of these two makes it hard for astronomers to make 
optimal use of the archive. 

Reduction of radioastronomy 
observations to sky maps
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Reduction of radioastronomy
observations to sky maps
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Ancillary pricing for airline 
revenue management
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Ancillary pricing for airline 
revenue management
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• The service layer uses state-of-the-art microservice so=ware stacks such as
Spring boot, Kubernetes etc. and provides RESTful services.
• The streaming and batch-layer rely on Hadoop/HDFS infrastructure and use

HBase as an interface between the big data side and the microservice side.
• The streaming layer is built on Apache Spark.
• The model building part uses Tensorflow and H2O.ai.



Agricultural analysis based on 
Copernicus data
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• Harvest prediction on European scale based on simulation models from cell-level
phenomena using Earth observational data (Copernicus satelites produce around 4.5
PB per year).



Reference exascale architecture

• High distribution and parallelism -> modularity and 
scalability
• To extend and adjust the platform, according to the needs of 
new user communities -> sub-modules which exploits the 
heterogeneous resources of exascale systems
• The proposed exascale reference architecture is based on 
containerisation instead of virtual machines.
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Reference exascale architecture

• Virtualization layer:
• Support of containers (lightweight virtualization)
• Easy deployment and maintenance, flexibility, reliability, scalability
• Exploit various computing infrastructures (portability and 

interoperability)
• Data services:
• Federated and distributed datasets 
• Data described by meta-data
• Massive data transfers

• Computing services:
• high distribution across different research computing centers
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Reference exascale architecture
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PROCESS architecture
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• Modular software platform capable to handle exascale 
datasets
• Microservice infrastructure
• services can be customized for the application
• minimizing global management
• micro-infrastructures are isolated from each other

• Interaction through RESTfull APIs (mainly)
• Authentication by security tokens



PROCESS architecture
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Mature, modular, generalizable Open Source solutions for user 
friendly exascale data.
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Conclusion

UC#1: Exascale learning 
on medical image data

UC#4: Ancillary pricing/airline 
revenue management

UC#3: Supporting innovation 
based on global disaster risk data

UC#2: Analysis of 
Radioastronomy Observations

UC#5: Agro-Copernicus 
(correlating data between 
simulation and observation)
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UC#2: Analysis of 
Radioastronomy Observations
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Thank you for your attention.
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