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2FUNDING PROJECT

   FUNDING PROJECT
Providing Computing solutions for ExaScale challengeS 

Goal:                                Train Deep Learning (DL) models on large   

                        scale Medical Imaging (MI) datasets

Main application:     Breast Lymph-Node Histopathology (BLN)

Main dataset:          Camelyon 2017 and 2016 challenges

DL Interpretability is one of the tasks



    DEEP LEARNING FOR MI: SCENARIO
Data explosion

Number of papers on DL for MI

3

2.5 Pb/y for mammography in 
U.S.by 2020

25 exabytes
[Jensen PB. et al.,2012]

[Wittenburg et al., 2010]


MOTIVATION
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Need for a model that scales



    DEEP LEARNING FOR MI
Data explosion

Number of DLMI papers

3

2.5 Pb/y for mammography in 
U.S.of worldwide storage

30%
[Science]


[Riding the wave]


MOTIVATION
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[Litjens et al., 2017]


Need for a model that scales

Still very challenging:

  - 2D, 3D+, multimodal

   - multi-scale

   - acquisition variability

   - subjectivity in diagnoses

   - …


Often seen as a black box, 

especially by non-experts!



4MOTIVATION

INTERPRETABILITY IN MI 

Physician

~ 200K x 100K pixels



5MOTIVATION

Algorithm 

This is a high-grade tumor 
region!


?

INTERPRETABILITY IN MI 

Physician



MOTIVATION

Algorithm 
With 
Interpretability

This is a high-grade tumor 
region:


1. The cells are 10% larger 
than non-tutor average 


2. The nuclei texture 
appears vesicular 
(contrast is 20% larger 
than average)


OK!

INTERPRETABILITY IN MI 

5

Physician



6HYPOTHESES

    WHAT IS INTERPRETABILITY?

Interpretability is defined as the ability to explain or to 
present in understandable terms to a human*. 


HYP. 1: 

[Doshi-Velez et al., 2017]

* not all humans are familiar with Machine Learning

[Kim et al., 2018]

      : Explanation in the model representation space (input pixels,  activations)

        : Explanation in the human representation space (high-level concepts)

The interpretability task can be solved post-hoc by a distinct model.
[Lipton, 2018]



6HYPOTHESES

    INTERPRETER MODEL

* not all humans are familiar with Machine Learning

The task of the Interpreter model is linking the representation spaces in 
an “interpretable” way. This interpretability task is solved on the 
representations learned by the network that solves the primary task (ex. 
classification of tumor regions) without the need of retraining.

If the interpreter is a non-complex model, as for ex. a 
linear model, we define      as linear interpretability.


ASS. 1: 

[Kim et al., 2018]



7MOTIVATION

From the medical imaging viewpoint, deep learning interpretability is 
applied to explain the decisions of a complex model in terms 
understandable by doctors. This eases the interaction and improves 
the quality of the diagnosis.

USER-CENTRIC INTERPRETABILITY FOR MI

REFLECTED KNOWLEDGE



8RESEARCH QUESTION

    RESEARCH QUESTION

Can domain-related concepts  (for example clinical measures) be 
learned post-hoc in the latent space and used to produce user-
centric explanations of deep learning decisions?



Post-hoc explanations for DL models with medical applications

9STATE OF ART

    STATE OF ART - Post-hoc Interpretability for healthcare

Explanations 
 with input

Explanations 
of the predictions

Explanations 
 with concepts

Explanations 
of the model

Explanation by 
examples

                   Visualization
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    STATE OF ART - SHAP

Explanations with input features: Shapley Additive exPlanations (SHAP)*


 
Fig 3. Sample real-time prediction during a procedure. One hour of data is shown from a 
procedure. (A) Explained risk of hypoxemia in the next five minutes. (B) Plot of the explained 
risks evolving over time. This plot is equivalent to rotating (A) 90 degrees and stacking the risk 
explanations for every time point horizontally. (C) A subset of the patient data for this procedure, 
plotted both before and after the current time point. 
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[Lundberg et al., 2017]

Attributes to each input feature 
the change in the expected 
model prediction when 
conditioning on that feature.

*Model agnostic, unifies six methods: LIME, deepLIFT, LRP, Shapley regression, Shapley sampling, quantitative input influence. 
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Difficult abstraction on images 
Only qualitative evaluation on images

Very good for 
non-visual inputs

[Lundberg et al., 2017]

9

*Model agnostic, unifies six methods: LIME, deepLIFT, LRP, Shapley regression, Shapley sampling, quantitative input influence. 

Attributes to each input feature 
the change in the expected 
model prediction when 
conditioning on that feature.
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    STATE OF ART - CAM, gradCAM, guided CAM

Explanations with input features: Class Activation Maps (CAM)

[Rajpurkar et al., 2017][Zhou et al., 2016] [Korbar et al., 2017]
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    STATE OF ART - CAM, gradCAM, guided CAM

Not sharp 
Only qualitative evaluation 
Individual instances (local)

Direct visualization on the 
input image

Experiments in the lab

Explanations with input features: Class Activation Maps (CAM)

[Rajpurkar et al., 2017][Zhou et al., 2016] [Korbar et al., 2017]



STATE OF ART

    STATE OF ART - CAM, gradCAM, guided CAM

Experiments in the lab

(Un)reliability of saliency methods 

[Kindermans et al., 2017]


Sanity Checks for Saliency Maps 

[Adebayo et al., 2018]

Explanations with input features: Class Activation Maps (CAM)

[Rajpurkar et al., 2017][Zhou et al., 2016] [Korbar et al., 2017]

Not sharp 
Only qualitative evaluation 
Individual instances (local)

10

Direct visualization on the 
input image
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Explanations with examples: Generative Adversarial Networks

[Costa et al., 2018]

    STATE OF ART - Generative nets, Activation Maximization



STATE OF ART

Explanations with examples: Generative Adversarial Networks

[Costa et al., 2018]

    STATE OF ART - Generative nets, Activation Maximization

Needs guidance on major structures 
Difficult abstraction 
Qualitative evaluation 
Difficult to learn low represented  
pathology identified regions

Reasoning by examples

Experiments in the lab:
AM GANs

11
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    STATE OF ART - Testing with Concept Activation Vectors

Explanations with high-level concepts

Classification in the 
activation space

Relevance scores

1

2

3 [Kim et al, 2018] 
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    STATE OF ART - Testing with Concept Activation Vectors

Classification in the 
activation space

Relevance scores

1

2

3

Used as building block of my previous 
research papers! 

[Graziani et al., 2018]  
[Graziani et al., 2019]

No support for continuous 
measures

High abstraction 
Quantitative evaluation

Explanations with high-level concepts

[Kim et al, 2018] 



RCVs
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    STATE OF ART: THERE IS MUCH MORE!

Three dimensions of Interpretability*, but more than 20K papers in 
the last two years Previous work:

✓ “Regression Concept Vectors for 
Bidirectional Explanations for 
Histopathology”, best paper award 
iMIMIC at MICCAI 


[Graziani et al., 2018]

✓ “Improved Interpretability for Computer-
Aided assessment of Retinopathy of 
Prematurity”, SPIE Medical Imaging


[Graziani et al., 2019]

✓ “Concept Attribution with Regression 
Concept Vectors”, to submit at IEEE TMM 
Special Issue on Multimedia Computing with 
Interpretable Machine Learning 
* defined in [Montavon et. al., 2017] 

deep generators

https://signalprocessingsociety.org/blog/ieee-tmm-special-issue-multimedia-computing-interpretable-machine-learning
https://signalprocessingsociety.org/blog/ieee-tmm-special-issue-multimedia-computing-interpretable-machine-learning
https://signalprocessingsociety.org/blog/ieee-tmm-special-issue-multimedia-computing-interpretable-machine-learning


Can domain-related concepts  (for example clinical measures) be learned 
by a distinct model in the latent space and used to produce user-centric 
explanations of deep learning decisions?

14PROPOSAL

    PHD CONTRIBUTIONS (PROPOSAL)

Concept 
Proposer (Network, Interpreter)


Improved Generalisation,

Consistency
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CONCLUSION
WHEN:  November 2017 - November 2021 
WHAT:   User-centric Interpretability of Deep Learning for Medical Imaging 

              with domain-related concepts  (ex. clinical measures) 
HOW:    Concept proposal, (Network, Interpreter), Model Improvements

WHY:     This work could contribute in 

• Identifying concepts and their relevance at the multi-scale level

• Reduce the impact of acquisition-dependent concepts (e.g. staining)

• Introduce objectivity and improve the interaction with Computer 

Aided Diagnostic systems


QUESTIONS?
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Thank you!


